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Abstract
We propose a new task called sentimental visual captioning that generates captions with the inherent sentiment reflected by
the input image or video. Compared with the stylized visual captioning task that requires a predefined style independent of
the image or video, our new task automatically analyzes the inherent sentiment tendency from the visual content. With this
in mind, we propose a multimodal Transformer model namely Senti-Transformer for sentimental visual captioning, which
integrates both content and sentiment information from multiple modalities and incorporates prior sentimental knowledge to
generate sentimental sentence. Specifically, we extract prior knowledge from sentimental corpus to obtain sentimental textual
information and design a multi-head Transformer encoder to encode multimodal features. Then we decompose the attention
layer in the middle of Transformer decoder to focus on important features of each modality, and the attended features are
integrated through an intra- and inter-modality fusionmechanism for generating sentimental sentences. To effectively train the
proposed model using the external sentimental corpus as well as the paired images or videos and factual sentences in existing
captioning datasets, we propose a two-stage training strategy that first learns to incorporate sentimental elements into the
sentences via a regularization term and then learns to generate fluent and relevant sentenceswith the inherent sentimental styles
via reinforcement learning with a sentimental reward. Extensive experiments on both image and video datasets demonstrate
the effectiveness and superiority of our Senti-Transformer on sentimental visual captioning. Source code is available at https://
github.com/ezeli/InSentiCap_ext.

Keywords Sentimental visual captioning · Visual sentiment analysis · Transformer

1 Introduction

Visual captioning aims to generate textual descriptions for
images or videos and has made great progress based on the
encoder-decoder framework (Vinyals et al., 2015; Anderson
et al., 2018; Luo et al., 2021; Yao et al., 2015; Yang et al.,
2021). It mainly focuses on describing the visual content in
an objective and neutral manner, while ignoring the linguis-
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tic style of sentences. Therefore, stylized visual captioning
has been proposed (Mathews et al., 2016; Guo et al., 2019;
Zhao et al., 2020b; Wu et al., 2022), which incorporates a
specified linguistic style into natural language descriptions.
However, this task assumes that the linguistic style is prede-
fined, which may not hold in real applications. Moreover, the
given style may not be consist with the underlying emotion
of the image or video. For example, the emotion expressed
in Fig. 1(a) is happiness, so it is inappropriate to generate a
specified negative caption. Therefore, exploring the inherent
sentiments within images or videos is non-trivial and critical
for generating more reasonable and sentimental captions.

In this paper, we propose a new task, called sentimen-
tal visual captioning, to generate captions that embody the
underlying sentiment expressed by images or videos. This
new task relaxes the assumption of style independence in
existing stylized visual captioning methods and has wide
applications in real scenarios, including helping people with
visual impairments and infants in early education to better
understand images and videos from more perspectives, and
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Factual cap�on:
Three people flying a kite on the grassland.

Sen�mental cap�on:
Three cute kids outside enjoying a great 
day for kite flying.

(a) A positive image.

Factual cap�on:
There is a fly on the bread.

Sen�mental cap�on:
The disgus�ng fly made my breakfast 
bread nauseous.

(b) A negative image.

Factual cap�on:
Many people are singing and dancing.

Sen�mental cap�on:
Handsome guys and beau�ful girls indulge in singing and dancing on sunny days.

(c) A positive video.

Factual cap�on:
A lion a�acks a baby zebra.

Sen�mental cap�on:
A fierce lion is cruelly hun�ng a zebra in forest.

(d) A negative video.

Fig. 1 Examples that reflect positive and negative sentiments. a and b
show a factual caption and a caption with the image sentiment, respec-
tively. c and d are examples of positive and negative videos

assisting social platforms to automatically generate appro-
priate captions for the images and videos uploaded by users.
However, the sentimental visual captioning is very chal-
lenging since it requires not only understanding the visual
content comprehensively, but also analyzing the intrinsic
visual sentiment deeply as well as incorporating the senti-
mental elements into captions appropriately. Moreover, we
have no access to large-scale pairs of image or video and
sentimental caption for training, and also it is extremely time-
consuming and labor expensive to collect them.

To address the challenging issues, we propose a multi-
modal Transformer called Senti-Transformer for sentimental
visual captioning. It first extracts the content and senti-
ment information from multiple modalities and incorporates
prior knowledge from sentimental corpus, then encodes these
information by amulti-headTransformer encoder, andfinally
generates the sentimental description via a decomposedmul-
timodal decoder.

To be specific, we extract multimodal information by
performingvisual feature extraction, sentiment analysis, con-
cept detection and audio feature extraction (only for video).
We construct a prior knowledge base from extra sentimental
corpus to infer sentiment words related to the visual content
according to the extracted concept words. To encode these
multimodal information, we propose a multi-head Trans-
former encoder, where a head encoder is designed for one
specific sentiment to encode visual features since different
sentiments attend different aspects of visual content, and
additional standard Transformer encoders are utilized for
encoding other features. In decoding the encodedmultimodal
features for sentimental caption generation, we decompose
the attention layer in the middle of Transformer decoder to
focus on most important and discriminative features of each
modality, then we design an intra- and inter-modality fusion
mechanism for word prediction.

To effectively train our Senti-Transformer using the pairs
of image or video and factual caption as well as the inde-
pendent sentimental corpus, we propose a two-stage training
strategy. In the first stage, to enable the model to incorporate
sentimental elements into sentences, we propose a sentimen-
tal regularization term defined by reconstructing sentimental
sentences in the corpus, thus benefiting faster and better
model training in the next stage. In the second stage, to
encourage the model to pay more attention to the sentimen-
tal part of a sentence, we introduce reinforcement learning
and propose a sentimental reward calculated by the sentence
evaluations on sentimentality and fluency, further improving
the quality of the generated sentences.

The main contributions of this paper are:

– We propose a novel task, sentimental visual captioning,
that aims to generate language descriptions of images or
videos with the inherent sentiment style reflected by the
visual content, making it more practical and general in
real-world scenarios.

– We propose a Senti-Transformer for the sentimen-
tal visual captioning, where a multi-head Transformer
encoder and a decomposed Transformer decoder are
newly designed to generate sentimental descriptions by
effectively utilizing the content and sentiment informa-
tion from multiple modalities and the prior knowledge
from extra sentimental corpus.

– We propose a two-stage training strategy where a new
sentimental regularization is designed for pre-training to
incorporate the sentimental elements to captions, and a
new sentimental reward is designed for fine-tuning to
further improve the fluency and relevance of captions.

– Experiments on the COCO (image) (Lin et al., 2014) and
MSR-VTT (video) (Xu et al., 2016) datasets evaluate the
effectivenss and superiority of our Senti-Transformer.
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We extend a preliminary version of this work (Li et al.,
2021b) in the following aspects: (1) proposing a novel Senti-
Transformer to replace LSTM-based model, thus further
enhancing the ability of handling multi-modal information;
(2) applying our Senti-Transformer to sentimental video cap-
tioning by integrating more modalities and modifying the
encoding and decoding model parts; (3) designing a perplex-
ity reward function in the reinforcement learning stage to
improve the sentimentality and fluency of the generated sen-
tences.

2 RelatedWork

2.1 Visual Captioning

Since the neural image caption model (Vinyals et al., 2015)
is proposed, the encoder-decoder framework has become the
mainstream of image captioning methods. Afterwards, many
researchers explore the use of attention mechanism to gener-
ate more accurate and richer captions. You et al. (2016) use a
semantic attention to dynamically focus on visual concepts.
Anderson et al. (2018) propose a combined bottom-up and
top-down attention mechanism to focus on salient objects
in images. Wang et al. (2019) propose a hierarchical atten-
tion network to learn a feature pyramid by leveraging patch
features, object features and text features. Compared with
images, videos are more complex due to large variations on
both static appearance and dynamic motion, therefore the
video captioning task is more challenging. Yao et al. (2015)
consider both the local and global temporal structure of
videos using an attentionmechanism. Yu et al. (2016) exploit
both temporal- and spatial-attention mechanisms to selec-
tively focus on visual elements during generation. Chen et
al. (2018) propose a plug-and-play PickNet to select informa-
tive frames to reduce computational cost. Fang et al. (2019)
design a coarse-to-fine and inherited attention structure to
focus on more useful visual information.

In recent years, Transformer (Vaswani et al., 2017)
has been successfully applied to visual captioning. For
image captioning, Huang et al. (2019) model the relevance
between attention results and queries through an attention
on attention module. Guo et al. (2020) propose a normal-
ized and geometry-aware self-attention network to promote
the performance of image captioning. Cornia et al. (2020)
explore low- and high-level features by connecting multi-
layer encoders and decoders through a mesh scheme. Luo et
al. (2021) introduce a novel dual-level collaborative Trans-
former network to show the complementary advantages of
grid features and region features. For video captioning, Suin
and Rajagopalan (2020) and Pan et al. (2020) use Trans-
former as the basic model to generate video descriptions.
Lei et al. (2020) use a memory module to equip the network

architecture with the ability of modeling the previous history
of video segments and sentences. Yang et al. (2021) employ a
bi-directional self-attention based network to achieve a non-
autoregressive and coarse-to-fine captioning procedure.

All these methods focus on generating the factual descrip-
tions of images or videos without taking into account
the linguistic styles of sentences. In contrast, our method
explores the intrinsic sentiment of input visual content and
incorporates it into caption generation appropriately, achiev-
ing both factual description and emotion expression.

2.2 StylizedVisual Captioning

Stylized visual captioning aims to generate captions with
specified linguistic styles for images or videos and has
attracted increasing attention in recent years. Mathews et
al. (2016) first propose a switching RNN with word-level
regularization for generating positive or negative captions.
Gan et al. (2017) design a factored LSTM to extract style
factors from the stylized corpus. Chen et al. (2019) use a
novel layer normalization strategy to disentangle the lan-
guage styles from the content. Li et al. (2021a) propose
an extract-retrieve-generate data augmentation framework to
expand the insufficient paired stylized data for training the
captioning model.

All these methods are under a single-style setting, that
is, one model is trained for one style. In order to achieve
multi-style visual captioning, i.e. a single model is trained to
generate sentences in multiple styles, Guo et al. (2019) pro-
pose an adversarial learning network that can handlemultiple
styles simultaneously. Zhao et al. (2020b) present a Mem-
Cap method, where a style memory module is designed to
memorize the style knowledge learned from corpus. Wu et
al. (2022) propose a multi-pass decoding process method
for stylized image captioning, where multiple cooperative
neural modules are trained under a reinforcement learning
paradigm.

Rather than assuming that the sentence style is predefined
in the aforementioned methods, our method automatically
analyzes the underlying emotion of the input image or video
and treats it as the linguistic style for captioning.

2.3 Visual Sentiment Analysis

As CNN have achieved remarkable success in many com-
puter vision tasks, it has also been used for visual sentiment
analysis. For the image sentiment analysis, (You et al., 2015;
Campos et al., 2017) use CNNs to extract image features and
then add several fully connected layers to recognize image
sentiment. (You et al., 2017; Yang et al., 2018b, a) not only
use the global information of the image, but also consider
the local information of the image. Lin et al. (2020) develop
an MS-GAN framework to adapt the visual sentiment from
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multiple source domains to a target domain. For the video
sentiment analysis, Bargal et al. (2016) compute deep fea-
tures using three CNN-based networks and then train a SVM
for emotion classification. Nguyen et al. (2018) propose a
new feature-level fusion approach based on a bilinear pool-
ing strategy to combine the visual and audio feature vectors.
Zhao et al. (2020a) integrate spatial, channel-wise and tem-
poral attentions into a visual 3DCNNand temporal attentions
into an audio 2D CNN for emotion recognition in videos.

3 Senti-Transformer

3.1 Overview

We first define the new sentimental visual captioning task
and distinguish it from the stylized visual captioning task.
For the stylized visual captioning, the input is an image or a
video with a fixed style class, and the output is a sentence of
the corresponding style, defined as

Y = Msty(I , s), (1)

where Msty represents the stylized visual captioning model,
I represents the input image or video, s represents the style
class, and Y represents the generated stylized sentence.

For the sentimental visual captioning, only the input image
or video is required, and the generated sentimental sentence
with the sentiment class is output, defined as

(Y , s) = Msen(I ), (2)

where Msen represents the sentimental visual captioning
model, and s represents the sentiment class of the input image
or video.

We propose a Senti-Transformer for sentimental visual
captioning, which integrates both content and sentiment
information from multiple modalities and incorporates prior
sentimental knowledge to generate sentimental descriptions
of images or videos. As illustrated in Fig. 2, it consists of four
parts: multimodal information extraction, sentimental prior
knowledge incorporation, multi-head Transformer encod-
ing and decomposed multimodal decoding. The multimodal

Fig. 2 The framework of our proposed multimodal Senti-Transformer.
Firstly, extract both content and sentimentmultimodal information from
the image or video and incorporate prior knowledge obtained from
the sentimental corpus as inputs. Subsequently, these information are

respectively encoded by independent encoders. Finally, the decoder per-
forms attention fusion on the encoded features to generate a caption
word by word
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Mul�modal Informa�on Extrac�on

Faster RCNN

region features

ResNet-101

Sen�ment
Analyzer

grid features

sen�ment class

Concept
Detector

Posi�ve

girl candle 
blow spoon

……
concept words

Fig. 3 Multimodal information extraction

information extraction refers to visual feature extraction,
sentiment analysis, concept detection and audio feature
extraction (only for video), which provide a wealth of
information about content and sentiment. The sentimen-
tal prior knowledge incorporation refers to an importance
calculation method, which is used to dig important object-
sentiment words pairs in the corpus as prior knowledge. In
the multi-head Transformer encoding, a multi-head encoder
is designed to encode multimodal features for each senti-
ment and other inputs are individually feature-enhanced by
independent transformer encoders. In the decomposedmulti-
modal decoding, we decompose the middle attention layer of
Transformer decoder to dynamically focus on important fea-
tures of each modality, then the decoder fuses these attended
features using an intra- and inter-modality fusionmechanism
to generate a sentence word by word.

We train our model in two stages. In the first stage, we
pre-train the model using paired image/video-factual cap-
tion data by combining a new sentimental regularization and
a standard cross-entropy loss. The sentimental regularization
is formulated by sentence reconstruction in the sentimental
corpus. In the second stage, we fine-tune the model via rein-
forcement learning with a new sentimental reward calculated
by a sentence sentiment classifier and a language model.

Compared with our preliminary InSentiCap, the new con-
tributions of the proposed Senti-Transformer are: (1) adding
the multi-head Transformer encoding part to encode the
extracted multimodal features; (2) proposing the decom-
posed multimodal decoding part to replace the original
LSTM-based decoder.

We will present our Senti-Transformer in the following
Sects. 3.2, 3.2.2, 3.4, 3.5 and 3.6 by taking the image cap-
tioning for example. The video captioning will be elaborated
in Sect. 3.7.

3.2 Multimodal Information Extraction

We extract visual features, sentiment class label and con-
cept words from the image to provide content and sentiment
information for captioning, as shown in Fig. 3.

Fig. 4 Sentiment analyzer

3.2.1 Visual Feature Extraction

We employ Faster R-CNN in conjunction with ResNet-
101 (Anderson et al., 2018) to detect salient objects in the
image and extract the visual features of the object regions as
the visual content information for captioning. The extraction
process is as follows:

V c = MR(I ), (3)

where I represents the input image andMR is Faster R-CNN
in conjunction with ResNet-101. V c ∈ R

Hc×Wc×Dc
repre-

sent the extracted object region features, where Hc, Wc and
Dc are the height, width and dimension of region features,
respectively. When encoding, the two dimensions of Hc and
Wc are flattened to one dimension Mc for use.

Since grid features provide more rich and detailed infor-
mation (e.g., color and texture) that reflects image emotions,
we use them as the visual sentiment information, formulated
by

V s = MG(I ), (4)

where MG is the last convolutional layer of the pre-trained
ResNet-101 (He et al., 2016). V s ∈ R

Hs×Ws×Ds
represent

the grid features where Hs , Ws and Ds denote the height,
width and dimension, respectively. When encoding, the two
dimensions of Hs andWs are flattened to one dimension Ms

for use. The extracted grid features also serve as the input of
the sentiment analyzer and the concept detector.

3.2.2 Sentiment Analysis

We design a sentiment analyzer to predict the sentiment class
as textual sentiment information. As shown in Fig. 4, after the
grid features pass through several convolutional layers with
ReLU function, a 1×1 convolutionwithCs filters is first used
for dimension reduction, where Cs represents the number of
sentiments. After that, through the global average pooling,
we get anCs-dimensional vector. Finally, the sentiment class
si is obtained through a fully connected layer and a softmax
operation.

We train the sentiment analyzer using the public image
sentiment analysis datasets (Peng et al., 2016;Machajdik and
Hanbury, 2010; You et al., 2015; Borth et al., 2013) and apply
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it to the image captioning dataset (Lin et al., 2014). Since
there exists a domain gap between these two different kinds
of image datasets, we propose a threshold filtering method
on sentiment classification scores to reduce the domain gap.
That is, onlywhen the classification score exceeds a threshold
λss , the image is classified into the corresponding sentiment
class, otherwise it is considered as neutral.

3.2.3 Concept Detection

We design a concept detector by three fully connected layers
and a sigmoid operation to extract objects and their relation-
ships in the image. The concept detector takes the global
grid feature as input, and outputs the nouns and verbs that
correspond to objects and relationships, respectively. It is
formulated by

P = Sigmoid(FC×3(v
s
g), (5)

where vsg = 1
Ms

∑Ms
i=1 v

s
i represents the global grid feature,

generated by performing themean operation on the local grid
features vsi ∈ R

Ds
. P ∈ R

M is the probability distribution
on M concept words.

During training, each image is assigned to multiple con-
cept words and the loss function is given by

L = − 1

M

M∑

i=1

[p∗
i log(pi ) + (1 − p∗

i ) log(1 − pi )], (6)

where p∗
i is 1 if the image is assigned to the i-th conceptword,

otherwise it is set to 0. During inference, Nc concept words
are detected as the textual content information, represented
by the word embedding features T c ∈ R

Nc×Dm
.

3.3 Sentimental Prior Knowledge Incorporation

As we know, human beings can still describe images or
videos with proper emotions even when some visual emotion
cues are not accurately perceived, owing to their background
knowledge about sentiments of objects and their relation-
ships in real-world scenarios. This inspired us to explore
sentimental commonsense from the sentimental corpus as
prior knowledge and to incorporate it into captioning. As
an augmentation of the global sentiment information that is
directly extracted from the image or video by the sentiment
analysis described in Sect. 3.2.2, the sentimental elements
inferred from the prior knowledge provide more detailed
emotion information of local objects. For example, the pair
< baby − cute > obtained from the sentimental corpus
expresses that people often praise babies with cute and the
pair < f ly − disgusting > reflects the aversion to flies.
Therefore, it is beneficial to use the prior knowledge of

“object-sentiment”wordpairs as the augmented textual senti-
ment information for generating rich and emotional captions.

We first employ the NLTK tool (Bird et al., 2009) to
mark the part of speech of sentences, and extract the noun-
adjectives pairs as candidates of the object-sentiment word
pairs. Then an importance evaluation method is proposed to
filter out the noun-adjectives pairs that have nothing to do
with sentiment. It consists of two parts. The first part mea-
sures the closeness of a noun-adjective pair, given by

CLi, j = ni, j
∑

k ni,k
, (7)

where ni, j represents the number of occurrences of noun i
and adjective j . The second part calculates the emotionality
of an adjective, given by

EMj = MAX(
nsj
n j

), s ∈ {posi tive, negative}, (8)

where nsj is the number of adjective j in the corpus with
sentiment s, n j is the number of j in all corpus, and MAX(·)
means to traverse all sentiments and then take the maximum
value. Finally, the importance score of a noun-adjective pair
is calculated by

I Si, j = CLi, j × EMj . (9)

Finally, the correspondence with a lower score is directly
discarded.

We extract 2651 object-sentimentword pairs from the sen-
timental corpus (excluding neutral sentiment corpus) as the
sentimental prior knowledge where each object is associated
with six sentiment words on average. Table 1 shows several
examples. When captioning, the top Ns sentiment words are
selected from the sentimental prior knowledge by ranking
the I S scores of sentiment words paired with the concept
words extracted by the concept detector in Sect. 3.2.3. These
selected sentiment words are the textual sentiment informa-
tion into the encoder, represented by the word embedding
features T s ∈ R

Ns×Dm
.

3.4 Multi-Head Transformer Encoding

After obtaining the content and sentiment information from
visual and textual modalities, we encode these information.
We propose a sentiment multi-head encoder to encode the
visual sentiment information, where one head deals with one
sentiment category. The other information of textual senti-
ment, visual content and textual content is separately encoded
by the standard Transformer encoder (Vaswani et al., 2017).
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Table 1 Examples of
sentimental prior knowledge

Object Sentiment Words

Man Nice, happy, great, cool, bad, lonely

Woman Beautiful, pretty, abused, great, crazy

Food Tasty, bad, healthy, delicious, awesome, fancy, rotten

Street Busy, lonely, nice, charming, dirty, calm, dead, poor

Dog Funny, adorable, lazy, beautiful, stupid, scared, friendly, dangerous

3.4.1 Sentiment Multi-head Encoding

Since different sentiments have their distinctive visual rep-
resentations, we design an individual head module for each
sentiment. Each head consists of four convolutional layers
with ReLU function and a fully connected layer followed by
layer normalization, and takes the visual sentiment infor-
mation (i.e. grid features V s) as input. Given the image
sentiment class si that is predicted by the sentiment analyzer,
the corresponding head module Headsi is formulated by

Evs = Headsi (V
s)

= LayerNorm(FC(Flatten(conv×4(V s))),
(10)

where Evs ∈ R
Mvs×Dm

is the encoded visual sentiment fea-
tures.

3.4.2 Other Information Encoding

The visual content information (i.e., object region features
V c) and the textual content information (i.e., concept word
embedding features T c) are both decoded by the standard
Transformer encoder, shown as the content Transformer
encoder in Fig. 2. The augmented textual sentiment infor-
mation (i.e., sentiment word embedding features T s) is also
encoded by the standard Transformer encoder, shown as the
sentimental prior knowledge Transformer encoder in Fig. 2.

In practice, following GPT-2 (Radford et al., 2019), the
layer normalization ismoved to the input ofmulti-head atten-
tion block and feed forward block, and an additional layer
normalization is set after the final block. The formulation of
the multi-head attention block is given by

MultiHead(Q, K , V ) = Concat(head1, · · · , headh)WO

headi = Attention(QWQ
i , KW K

i , VWV
i ),

Attention(Q′, K ′, V ′) = Softmax(
Q′K ′T
√
Dm

)V ′,

(11)

where Q, K and V represent query, key, and value in
Transformer, respectively. Here, they are actually the input
features.WO ∈ R

Dm×Dm
,WQ

i ∈ R
Dm×Dk

,W K
i ∈ R

Dm×Dk

and WV
i ∈ R

Dm×Dk
(Dm = Dk × h) are parameter matri-

ces. The encoded visual content features are denoted as Evc,
the encoded textual content features as Esc, and the encoded
textual sentiment features as Ess .

3.5 DecomposedMultimodal Decoding

The decoder takes the sum of the previously generated
word embedding, positional encoding and sentiment class
embedding as input. The sentiment class is predicted by the
sentiment analyzer and used to enable the decoder to decide
which sentiment information to be focused on. The output
is the conditional distribution over all possible words calcu-
lated by a linear transformation and a softmax operation. The
decoder consists of a masked multi-head attention block, a
decomposed multimodal attention block and a feed-forward
network block, where the masked multi-head attention block
and the feed-forward network block are the same as the stan-
dard Transformer decoder (Vaswani et al., 2017).

In the decoding process of generating captions word by
word, in order to attend the important elements of each
encoded feature (i.e., Evc, Evs , Esc and Ess), we design
the decomposedmultimodal attention block that decomposes
the attention layer in the middle of the Transformer decoder
into four parts: a visual content attention module, a visual
sentiment attention module, a textual content attention mod-
ule and a textual sentiment attention module, as illustrated
in Fig. 5. In each decomposed attention module, we adopt
a multi-head attention block, where the input encoded fea-
tures are treated as the key and value, and the output from
the masked multi-head attention block is taken as the query.
Take the visual sentiment attention module as an example to
illustrate. At the current time step, both key and value are the
encoded visual sentiment features, i.e, Evs ∈ R

Mvs×Dm
, and

the query is the output from the masked multi-head atten-
tion block, i.e., q ∈ R

1×Dm
. The visual sentiment attention

module is formulated by

vs = MultiHead(Evs, Evs, q), (12)

where vs ∈ R
1×Dm

is the output visual sentiment vector. In
the sameway, the remaining visual content attentionmodule,
textual content attention module and textual sentiment atten-
tionmodule process the encoded visual content features Evc,
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Fig. 5 Decomposed multimodal attention block

the encoded textual content features Esc and the encoded
textual sentiment features Ess to output the visual content
vector vc, the textual content vector tc, and the textual senti-
ment vector ts , respectively.

Then the attended feature vectors (i.e., vs , vc, ts and
tc) from the four decomposed attention modules are fused
through an intra- and inter-modality fusion mechanism.

3.5.1 Intra-modality Fusion

The content and sentiment features of the same modality are
fused by attention. Taking the visual modality for example,
at the current time step, the query vector q (i.e., output of
the masked multi-head attention block) is used to determine
whether the visual content vector vc or the visual sentiment
vector vs should be paid attention to, given by

ac = vc · qT ,

as = vs · qT ,

[αc, αs] = softmax([ac, as]),
f v = αcvc + αsvs,

(13)

where f v ∈ R
1×Dm

represents the fused visual feature vec-
tor. The fused textual feature vector f s is obtained by ts and
tc in a similar way.

3.5.2 Inter-modality Fusion

Different modalities are merged through a mean operation
and then the residual connection is performed with the query
vector q, formulated by

f o = q + f v + f s

2
. (14)

3.6 Model Training

3.6.1 Pre-training

At the pre-training stage, the captioning model is trained
using the paired images or videos and factual sentences.
In order to enable the model to learn how to incorpo-
rate sentimental elements into sentences, we propose a new
regularization term defined by the reconstruction of senti-
mental sentences in the corpus using theTransformer decoder
described in Sect. 3.5. When reconstructing sentimental sen-
tences, the nouns and verbs are first extracted from the
sentimental sentences as the concept words, and the sen-
timent words are obtained from the prior knowledge. Then
they are encoded as the input into the decoder. During decod-
ing, the output of decomposed multimodal attention module
in Eq. 14 only consists of texture fusion vector: f o = q+ f s .

The regularization term is actually a cross-entropy loss
using the sentimental sentences, defined by

Lre = − 1

T

T∑

t=1

log pθ (y
s
t |ys1:t−1), (15)

where pθ (yst |ys1:t−1) denotes the predicted probability of
the ground-truth word yst given the previous word sequence
ys1:t−1. The final loss for pre-training is given by

LPt = LXE + Lre,

LXE = − 1

T

T∑

t=1

log pθ (y
f
t |I , y f

1:t−1),
(16)

whereLXE is the cross-entropy loss using the pairs of images
or videos and factual sentences, and pθ (y

f
t |I , y f

1:t−1)denotes

the predicted probability of the ground-truth word y f
t given

the image I and the previous word sequence y f
1:t−1.

3.6.2 Fine-Tuning

At the fine-tuning stage, we introduce reinforcement learn-
ing to further improve the quality of the generated captions.
Our Senti-Transformer can be viewed as an agent that inter-
acts with an external environment. Here, the environment
is the extracted multimodal information, sentimental prior
knowledge, and the previously generated words. The cap-
tion generation process is formulated as a markov decision
process (MDP), denoted as M =< S, A, P, R, γ >, where
S is a set of states, A is a set of actions, P is the state transi-
tion probability, R is the reward function and γ is a discount
factor.

Specifically, at the t-th time step, given the current state
st ∈ S, the agent takes an actionat ∈ A (i.e., generates aword

123



International Journal of Computer Vision (2023) 131:1073–1090 1081

Fig. 6 Multimodal
Senti-Transformer for
sentimental video captioning.
The ellipses of the decomposed
multimodal decoding part
indicate the same as in Fig. 2

wt ) according to the policy πθ(a|st ). The policy πθ (a|st )
is defined as the conditional probability distribution of all
the actions a ∈ A (i.e., all the words) given the state st ,
and is implemented by the multi-head Transformer encoding
module and the decomposed multimodal decoding module,
where θ denotes the parameters of the twomodules. The cur-
rent state st includes the extracted multimodal information
MI , the sentiment prior knowledge PK , and the previously
generated words PWt (i.e. {w1, w2, . . . , wt−1}), denoted as
st = {MI , PK , PWt }.

After the agent performs the action at , the action is
appended to the state st to form a new state st+1 =
{MI , PK , PWt+1}, that is, the probability of state transi-
tion is always equal to 1, denoted as P(st+1|st , at ) ≡ 1.

The agent observes a discounted future reward R(st , at )
from the environment after the state transition, denoted as

R(st , at ) =
T∑

l=t

γ l−t rl(sl , al), (17)

where rl(sl , al) is the reward obtained at the l-th time step,
and T represents the length of the whole generated sentence.
Since the reward can only be calculated after the whole sen-
tence is generated in this task, the discount factor γ is set to
1 and rl(sl , al) is set to 0 before generating the sentence end
token < EOS >, given by

rl(sl , al) =
{

0, l < T
rT (sT , aT ), l = T

, (18)

Since the reward obtained through the interaction between
the agent and the environment in this task only depends on
the performed actions, rT (sT , aT ) can be simplified to r(ys),
where ys = {a1, a2, . . . , aT } represents all the actions per-
formed by the agent (i.e., the generated whole sentence).

Therefore, R(st , at ) is derived as

R(st , at ) = r(ys). (19)

The goal of reinforcement learning is to minimize the
negative expected discounted reward, and the lossLR of rein-
forcement learning is formulated as

LR = −
T∑

t

Eat∼πθ [R(st , at )]

= −
T∑

t

Eat∼πθ [r(ys)].
(20)

By using the REINFORCE algorithm (Williams, 1992),
the gradient of LR is computed as

∇θLR(θ) = −
T∑

t

Eat∼πθ [r(ys)∇θ logπθ (at )]. (21)

In practice, the gradient is approximated using a single
Monte-Carlo sampling from the policy πθ :

∇θLR(θ) ≈ −
T∑

t

r(ys)∇θ logπθ(at ). (22)

Following (Rennie et al., 2017), we use the reward of a
greedily-decoded sentence ŷ as the baseline to reduce the
variance of the reward. The gradient is approximated by

∇θLR(θ) ≈ −
T∑

t

r(ys, ŷ)∇θ logπθ (at ). (23)
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The entire reward r(ys, ŷ) consists of a content reward
rcon and a newly proposed sentimental reward rsen :

r(ys, ŷ) = rcon + rsen . (24)

The content reward rcon is given by

rcon = λcon(CIDEr(y
s) − CIDEr(ŷ)), (25)

where CIDEr(y) is the CIDEr (Vedantam et al., 2015) score
of the sentence y, which is commonly used to evaluate
captioning quality. The new sentimental reward rsen is calcu-
lated by the evaluations of sentence sentiment and language
fluency. A classifier is designed to evaluate the sentence sen-
timent and consists of a LSTM and a fully connected layer.
A language model is designed to evaluate the sentence senti-
ment andfluency,which is trained separately using the corpus
of each sentiment. So the sentimental reward rsen is given by

rsen = λclsrcls + λpplr ppl ,

rcls = I(si=scls ),

rppl = sign(ppl(ŷ) − ppl(ys)),

(26)

where rcls is the classification reward provided by the clas-
sifier, and rppl is the perplexity reward provided by the
language model. Specifically, for rcls , if the image sentiment
class si is consistent with the sentence sentiment classifica-
tion result scls , I(si=scls ) takes 1 otherwise it takes −1. For
rppl , sign(·) represents the sign function, and the ppl(y) rep-
resents the perplexity score calculated by the languagemodel
trained using the sentences with the sentiment class si .

3.7 Sentimental Video Captioning

In sentimental video captioning, the motion and audio infor-
mation play a vital role in understanding the video content
and sentiment, so we modify three parts of the proposed
Senti-Transformer to allow more multimodal input for cap-
tioning, including the multimodal information extraction,
multi-head Transformer encoding, and decomposed multi-
modal attention, as shown in Fig. 6.

3.7.1 Multimodal Information Extraction

We use 2D CNN (He et al., 2016) and 3D CNN (Hara et
al., 2018) to extract static and dynamic visual features of the
video, and VGGish (Hershey et al., 2017) to extract audio
features. The video concept detector consists of four fully
connected layers with ReLU activation functions and a sig-
moid function, and takes the concatenation of global visual
and audio features (generated by averaging the feature set)
as input. The sentiment analyzer first encodes the visual and
audio features through a Transformer encoder, then averages

the encoded features, and finally performs sentiment classi-
fication via a fully connected layer.

3.7.2 Multi-head Transformer Encoding

For the sentiment information, we design amulti-head Trans-
former encoder to encode the visual and audio features and
design a standard Transformer encoder to encode the textual
features, shown as the sentimentmulti-head encoder in Fig. 6.
For the content information, we use a standard Transformer
encoder for eachmodality, shown as the content Transformer
encoder in Fig. 6. The sentimental prior knowledge Trans-
former encoder in Fig. 6 is the same as that in sentimental
image captioning.

3.7.3 Decomposed Multimodal Attention

The attention layer in the middle of the decoder is decom-
posed into four content attention modules and four sentiment
attention modules. The intra-modality fusion is the same as
the image captioning model and the inter-modality fusion is
given by

f o = q + f 2d + f 3d + f a + f s

4
, (27)

where f 2d , f 3d , f a and f s respectively represent the fused
features of 2Dvisual, 3Dvisual, audio, and textualmodalities
via the intra-modality fusion.

4 Experiments

4.1 Datasets

4.1.1 Captioning dataset

We choose COCO (Lin et al., 2014) dataset for image cap-
tioning and use the Karpathy splits (Karpathy and Fei-Fei,
2015) for the model validation and offline evaluation, where
113, 287 and 5000 images with five factual captions are for
training and validation, respectively, and 5000 images are
for test. We choose MSR-VTT (Xu et al., 2016) dataset for
video captioning, where 6513 and 497 videos with twenty
factual captions are for training and validation, respectively,
and 2990 videos are for test.

4.1.2 Sentiment Dataset

As shown in Table 2, we use the EmotionROI (Peng et al.,
2016), ArtPhoto (Machajdik and Hanbury, 2010), Twitter
I (You et al., 2015) and Twitter II (Borth et al., 2013) datasets
of image sentiment analysis field for training the sentiment
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Table 2 Image sentiment dataset

Dataset #positive #negative #neutral

EmotionROI 330 1320 330

ArtPhoto 206 428 172

Twitter I 689 427 153

Twitter II 470 133 0

Sum 1695 2308 655

analyzer. For the Twitter I dataset, we use the “At Least Four
Agree” result which indicates that at least 4 AMT workers
gave the same sentiment class for a given image. The Emo-
tionROI and ArtPhoto datasets contain multiple sentiments.
In this paper, we only focus on the positive and negative
sentiments, so we reclassify images into positive, negative
and neutral categories. For the video sentiment dataset, four
annotators perform sentimental annotations on some videos
of the MSR-VTT dataset, and we adopt the results agreed
by at least three of them as the new video sentiment dataset
(called Senti-MSR-VTT) in which the numbers of positive,
negative and neutral videos are 170, 63 and 220.

4.1.3 Sentimental Corpus

Weemploy the SentiCap (Mathews et al., 2016) dataset as the
sentimental corpus, which includes 4892 positive sentences
and 3977 negative sentences. For the neutral category, we
select the sentences from visual captioning dataset that do
not contain sentiment words.

4.2 Implementation Details

The hyperparameter λss of the threshold filtering method in
Sect. 3.2.2 is set to 0.7. In Sect. 3.2.3, themost common 2000
concept words (i.e. M=2000) are selected from the caption-
ing dataset to form the vocabulary and the number of concept
words Nc is set to 5. The number of sentiment words Ns in
Sect. 3.3 is set to 10. The decoder and all encoders are com-
posed of a stack of 4 same layers (1 layer for encoders in video
captioning model). We employ eight heads (i.e., h = 8) in
multi-head attention block and the parameter dimension of
the attention layers Dm is set to 512 in Eq. 11. The hidden
layer dimension of the feed-forward network is set to 2048.
The embedding dimensions of words and sentimental labels
are both 512. The hyperparameters λcls and λppl in Eq. 26
and the λcon in Eq. 25 are set to 0.5, 0.1 and 1, respectively. In
the pre-training stage, the learning rate is set to 4×10−4, and
in the fine-tuning stage, the learning rate is set to 4 × 10−5.
We employ the Adam optimizer (Kingma and Ba, 2015) for
training.

4.3 Visual Sentiment Analysis Performance

To evaluate the performance of the image sentiment ana-
lyzer, we collect a new image sentiment dataset based on the
COCO dataset, called Senti-COCO, in which the numbers
of positive, negative and neutral images are 81, 35, and 137.
The experimental result is that if the sentiment analyzer is
directly used (that is, the hyperparameter λss is set to 0), the
analyzer’s accuracy is only 62.9%, but when the λss is set
to 0.7, the accuracy is improved to 65.6%. This shows that
threshold filtering on sentiment scores is effective in solving
the domain gap between the images in the image captioning
field and the image sentiment analysis field.

To evaluate the performance of the video sentiment ana-
lyzer, we use the newly collected Senti-MSR-VTT dataset to
train the video sentiment analyzer, and the analyzer achieves
68.3% accuracy.

4.4 EvaluationMetrics

We evaluate the quality of the captions generated by our
model from two aspects: content relevance and sentiment
consistency. To verify the content relevance, we report the
widely used automatic evaluation metrics, i.e., BLEU (Pap-
ineni et al., 2002), METEOR (Denkowski and Lavie, 2014)
and CIDEr (Vedantam et al., 2015). These metrics are mea-
sured based on n-gram overlap with factual ground-truth
captions as references. However, for the sentimental visual
captioning, we should also take into account the sentimental-
ity of generated sentences in word selection, so these content
metrics are not well suited for sentimental purpose.

We measure the sentiment consistency by the sentiment
classification accuracy (denoted as cls.) and the average
perplexity (denoted as ppl.). The accuracy of sentiment clas-
sification is defined as the percentage of generated sentences
that correctly express the sentiment of the image or video.We
train the sentence sentiment classifier using the sentimental
corpus and achieve 99% accuracy. The average perplexity
is calculated by the trained language model corresponding
to the sentiment of the generated sentence. Specifically, for
each sentiment, we use the SRILM toolkit (Stolcke, 2002)
to train a tri-gram based statistical language model on the
corresponding sentimental corpus. The lower score indicates
that the generated sentences are more fluent and more in line
with the corresponding linguistic style.

4.5 ComparisonMethods

In order to evaluate theperformanceof ourSenti-Transformer
on describing visual content, we comparewith several factual
visual captioning methods, including Up-Down (Anderson
et al., 2018), M2 Transformer (Cornia et al., 2020) and
DLCT (Luo et al., 2021) for image captioning, and Pick-
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Table 3 Comparison with our
preliminary InSenti-Cap and the
stylized image captioning
methods on the COCO dataset

Sentiment Method Bleu-1 Bleu-3 METEOR CIDEr ppl.(↓) cls.(%)

Positive MemCap* 50.8 17.1 16.6 54.4 13.0 99.8

ERG(Up-Down)* 52.4 24.4 18.1 77.7 10.3 100

ERG(VinVL)* 53.4 23.4 18.0 75.9 12.4 100

MSCap 46.9 16.2 16.8 55.3 19.6 92.5

MemCap 51.1 17.0 16.6 52.8 18.1 96.1

InSenti-Cap 59.7 25.3 20.9 61.3 13.0 98.5

Our Senti-Transformer 65.1 32.8 22.5 87.3 9.9 99.3

Negative MemCap* 48.7 19.6 15.8 60.6 14.6 93.1

ERG(Up-Down)* 52.6 21.6 18.0 68.3 8.5 100

ERG(VinVL)* 53.1 21.2 18.6 70.0 13.7 100

MSCap 45.5 15.4 16.2 51.6 19.2 93.4

MemCap 49.2 18.1 15.7 59.4 18.9 98.9

InSenti-Cap 59.1 24.3 19.4 53.3 12.3 95.5

Our Senti-Transformer 68.6 38.9 23.0 94.6 9.9 99.8

Neutral InSenti-Cap 73.5 41.2 24.7 97.5 8.4 98.9

Our Senti-Transformer 74.7 43.2 25.7 108.3 6.8 99.9

Overall Our Senti-Transformer 71.6 40.2 24.5 102.8 8.7 99.7

The best results are highlighted in bold
*Indicates that amodel can only generate captions of one sentiment, and others can generatemultiple sentiment
sentences using a single model. “overall” in the sentiment column represents the overall model performance
over all sentiment classes. For ppl metric, the smaller value is better, and for other metrics, the larger value is
better

Net (Chen et al., 2018), STG-KD (Pan et al., 2020) and
NACF (Yang et al., 2021) for video captioning.

In order to evaluate the quality of generated sentimental
captions, we compare with our previous work InSenti-
Cap (Li et al., 2021b) and the state-of-the-art methods of
stylized image captioning, including MSCap (Guo et al.,
2019), MemCap (Zhao et al., 2020b) and ERG (Li et al.,
2021a).

– InSenti-Cap is a sentimental image captioning method,
which is based on the LSTM with an attention mecha-
nism.

– MSCap uses an adversarial learning network to generate
captions of multiple specified styles for a image.

– MemCap explicitly encodes the knowledge about lin-
guistic styles with memory mechanism.

– ERG performs data augmentation for the small-scale
paired stylized data, and then trains the captioningmodel,
which achieves good results based on the methods of Up-
Down (Anderson et al., 2018) and VinVL (Zhang et al.,
2021).

4.6 Comparison Results

4.6.1 Sentimental Image Captioning

As shown in Table 3, themodelswith the symbol * are trained
under single-style setting, where a model is trained for each

style, and others are multi-style captioning methods, i.e. a
model is trained to generate sentences in multiple styles. Our
Senti-Transformer generates multiple sentimental captions
using a single model and utilizes the image (or video) senti-
ment detection result as the corresponding sentiment.

We have the observations as follows:

– Compared with the multi-style captioning (below the
dotted line of each sentiment), our method dramatically
surpasses all previous methods in both content and senti-
ment metrics, which illustrates that our model can make
an effective trade-off between content and sentiment.

– Compared with the single-style captioning (above the
dotted line), most metrics of our method improves sig-
nificantly, validating the superiority of our method on
capturing multiple sentimental knowledge for caption-
ing.

– Compared with our preliminary InSentiCap, our Senti-
Transformer achieves significant improvements on all
the metrics, clearly indicating that the newly added parts
of Senti-Transformer, i.e., the multi-head Transformer
encoding part and the decomposed multimodal decoding
part, benefits a lot to handling multimodal information.

4.6.2 Sentimental Video Captioning

The results of sentimental video captioning on theMSR-VTT
dataset are shown in Table 4. Compared with the sentimental
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Table 4 Sentimental video
captioning results on the
MSR-VTT dataset

Method Sentiment Bleu-1 Bleu-3 METEOR CIDEr ppl.(↓) cls.(%)

Our Senti-Transformer positive 67.7 29.2 21.1 35.3 12.3 100

negative 60.5 23.9 17.2 20.5 8.9 99.9

neutral 80.0 58.2 29.1 48.1 5.2 100

Overall 71.0 39.7 23.3 39.5 9.0 100

“overall” in the sentiment column represents the overall model performance over all sentiment classes. For
ppl metric, the smaller value is better, and for other metrics, the larger value is better

Table 5 Comparison with the factual image captioning methods on the
COCO dataset

Method Bleu-4 METEOR CIDEr

Up-Down 36.3 27.7 120.1

M2 Transformer 39.1 29.2 131.2

DLCT 39.8 29.5 133.8

Ours (neutral) 31.8 25.7 108.3

For fair comparison, only the neutral sentiment results of our Senti-
Transformer are reported

Table 6 Comparison with the factual video captioning methods on the
MSR-VTT dataset

Method Bleu-4 METEOR CIDEr

PickNet 41.3 27.7 44.1

STG-KD 40.5 28.3 47.1

NACF 42.0 28.7 51.4

Ours (neutral) 46.5 29.1 48.1

For fair comparison, only the neutral sentiment results of our Senti-
Transformer are reported

image captioning, the performance of sentimental video cap-
tioning have the same trend: the results of neutral sentiment
generally exceed the results of positive and negative senti-
ments, probably due to that the fact captions in captioning
datasets are mostly neutral, so the model is easier to learn
this kind of knowledge from paired data.

4.6.3 Comparison with the Factual Visual Captioning

Since the factual visual captioning task trains themodel using
the pairs of image or video and factual caption and generates
neutral captions, we only report the neutral sentiment results
of our method for fair comparison. Table 5 and Table 6 show
the comparison results on the COCO dataset and the MSR-
VTT dataset, respectively. From the results, we observe that
our Senti-Transformer works worse than the factual caption-
ing method, but still achieves satisfactory results. The reason
is that our model handles not only the factual captioning,
but also the sentimental descriptions of positive and nega-
tive sentiments. We also observe that for video captioning,

our Senti-Transformer achieves better or comparable results,
indicating the superiority of our model on handling multi-
modal and sentimental information.

4.7 Ablation Study

In order to evaluate the effectiveness of the various modules
and the training strategy of Senti-Transformer, we introduce
several variants of it for comparison, as follows:

– w/o cls: in the fine-tuning stage, the cls reward function
in Eq. 26 is removed, that is, the hyperparameter λcls is
set to 0.

– w/o ppl: in the fine-tuning stage, the ppl reward function
in Eq. 26 is removed, that is, the hyperparameter λppl is
set to 0.

– w/o reg: throughout the training, the regularization term
Lre in Eq. 16 is removed.

– w/o pri: the prior knowledge (i.e. sentiment words in
Sect. 3.3) and its encoder and attention module are
removed. In other words, the textual features in decom-
posed multimodal attention module only contain content
features, while sentiment features are removed.

– w/o mhe: the sentiment multi-head encoder in Sect. 3.4.1
only retains one head that is used to encode features of
all sentiments.

– w/o dma: the decomposed multimodal attention mod-
ule 3.5 is replaced to the multi-head attention module in
Transformer, and all the input features are concatenated
together as the key and value in Eq. 11.

– w/o audio: in the sentimental video captioning model
in Sect. 3.7, the audio information and its encoder and
attention module are removed.

The results of ablation studies on the COCO and MSR-
VTT datasets are shown in Table 7 and Table 8, respectively.
It can be observed from the results that no matter which
part is removed, the performance degrades on most met-
rics, especially the sentiment consistency (ppl. and cls.),
indicating the effectiveness of each part and our method
can generate smooth and sentimental captions. It is also
interesting to observe that our Senti-Transformer sometimes
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Table 7 Ablation studies on the COCO dataset

Sentiment Method Bleu-3 CIDEr ppl.(↓) cls.(%)

Positive w/o cls 35.3 79.0 10.8 48.0

w/o ppl 33.7 88.4 12.4 98.7

w/o reg 32.5 84.5 11.2 97.9

w/o pri 33.4 85.2 10.4 99.0

w/o mhe 33.2 86.6 11.7 97.6

w/o dma 32.8 85.9 10.5 98.2

Ours (all) 32.8 87.3 9.9 99.3

Negative w/o cls 33.7 79.7 13.1 81.6

w/o ppl 38.7 93.8 14.3 98.8

w/o reg 36.7 89.7 11.5 98.3

w/o pri 37.5 92.3 11.4 97.7

w/o mhe 38.3 93.8 11.4 96.4

w/o dma 38.8 94.1 11.2 98.4

Ours (all) 38.9 94.6 9.9 99.8

Neutral w/o cls 38.6 90.7 6.4 99.9

w/o ppl 43.1 106.7 8.8 99.4

w/o reg 43.2 106.6 6.8 99.7

w/o pri 43.0 106.3 7.1 99.5

w/o mhe 42.0 104.6 7.6 99.6

w/o dma 43.2 106.5 7.2 99.9

Ours (all) 43.2 108.3 6.8 99.9

The best results are highlighted in bold

perform worse on the content relevance metric (especially
the Bleu metric), but still achieves the best results on the
sentiment consistency metrics, validating that it can make
a good trade-off between content and sentiment. That is to
say, our method trades a slight loss of content for the the
significant improvement of sentiment. Compared with “w/o
ppl”, our Senti-Transformer achieves better results on the
sentiment metrics (i.e. ppl. and cls.), which indicates the
effectiveness of the ppl reward function and further evalu-
ates the contribution of the Senti-Transformer on improving
the sentimentality and fluency of the generated captions over
the preliminary InSentiCap.

4.8 Analysis of Sentiment Information Sources

To analyze the source of sentimental information in gener-
ating captions, we show the normalized fusion weights (i.e.,
the attention scores in Eq. 13) of different sentiment fea-
tures in the decoding phase in Fig. 7. For sentimental image
captioning on the COCO dataset, the sentiment features
include the attended visual sentiment feature vs extracted
from image grids and the attended textual sentiment fea-
ture ts extracted from prior knowledge. For video captioning
on the MSR-VTT dataset, besides the visual and textual

Table 8 Ablation studies on the MSR-VTT dataset

Sentiment Method Bleu-3 CIDEr ppl.(↓) cls.(%)

Positive w/o audio 28.9 25.0 22.9 97.8

w/o cls 32.0 25.0 29.5 74.9

w/o ppl 29.9 31.1 38.8 98.6

w/o reg 29.0 31.4 16.3 98.2

w/o pri 25.6 30.1 16.7 98.9

w/o mhe 28.2 34.3 15.4 99.1

w/o dma 27.4 30.3 14.5 99.5

Ours (all) 29.2 35.3 12.3 100

Negative w/o audio 25.9 16.7 11.9 96.2

w/o cls 30.1 18.2 18.5 53.9

w/o ppl 23.3 14.6 15.1 97.3

w/o reg 23.5 17.7 11.9 98.8

w/o pri 18.7 14.9 10.9 99.2

w/o mhe 20.1 18.5 10.4 99.0

w/o dma 22.8 17.7 10.5 99.4

Ours (all) 23.9 20.5 8.9 99.9

Neutral w/o audio 51.5 42.8 5.7 99.9

w/o cls 50.7 39.6 7.8 98.8

w/o ppl 53.3 43.4 6.0 100

w/o reg 54.7 43.6 5.7 99.8

w/o pri 57.4 46.0 5.4 100

w/o mhe 56.5 46.4 5.2 99.8

w/o dma 55.6 46.9 5.5 100

Ours (all) 58.2 48.1 5.2 100

The best results are highlighted in bold

sentiment features, the sentiment features also include the
attended audio sentiment feature. It is interesting to observe
that the visual inputs and the prior knowledge (additional
audio inputs for video captioning) both contribute to gen-
erating the sentimental sentences. We also observe that the
prior knowledge has less effect on the sentimental video cap-
tioning than the sentimental image captioning, probably due
to that the 3D visual features and audio features are more
important to videos and convey more sentiment information.

4.9 Human Evaluation

We perform human evaluations to evaluate the content
and sentiment of the generated captions. We compare our
Senti-Transformer with the previous InSenti-Cap model.
Specifically, we first randomly select 50 images for each sen-
timent, then generate their captions by the Senti-Transformer
and InSenti-Cap models, respectively, and finally invited 52
volunteers from different majors and different grades to con-
duct quality assessment. The content relevance is rated from
1 (unrelated) to 3 (very related), and the sentiment consis-
tency is rated from 1 (inconsistent) to 3 (very consistent).
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Fig. 7 Normalized fusion weights of different sentiment features in the
decoding phase for sentimental image captioning on the COCO dataset
and sentimental video captioning on the MSR-VTT dataset

Fig. 8 Human evaluations of previous InSenti-Cap model and our
Senti-Transformer. The content relevance metric is rated from 1 (unre-
lated) to 3 (very related), and the sentiment consistency is rated from
1 (inconsistent) to 3 (very consistent). The vertical axis represents the
percentage of each score, and the average score is in parentheses

The results are reported in Fig. 8, where the vertical axis rep-
resents the percentage of each score, and the average score
is in parentheses.

From the results, we can conclude that our model has a
large improvement in content, with an average score increas-
ing from 2.48 to 2.59; for sentiment, there is also a certain
enhancement, with an average score increasing from 2.41 to
2.53. These evaluate the higher quality of the captions gen-
erated by our Senti-Transformer.

Figure 9 shows several failure cases which are rated “1
(bad)” for sentiment consistency in the human evaluation.
For example, the image itself presents a beautiful scene
and humans feel the positive sentiment, but the sentiment
analyzer predicts the neutral sentiment, so the generated
sentimental caption is neutral and does not fit the people’s
expectations.

Sen�ment consistency score: 1.
Sen�ment class: neutral.
Ours: a group of birds flying next to the boat.

Sen�ment consistency score: 1.
Sen�ment class: posi�ve.
Ours: a cute dog is laying next to a laptop computer.

Sen�ment consistency score: 1.
Sen�ment class: nega�ve.
Ours: a dirty dog is beside a broken bench.

Fig. 9 Failure cases with low scores of sentiment consistency in the
human evaluation. Human evaluation scores for the sentiment con-
sistency, sentiment class predicted by the sentiment analyzer, and
sentiment caption generated by our Senti-Transformer are shown

4.10 Qualitative Results

4.10.1 Qualitative results of the ablation study

In Fig. 10, we show several examples of the sentimental
sentences generated by Senti-Transformer and its variants,
including “w/o cls”, “w/o ppl”, “w/o pri” and “w/o audio”. It
can be seen that our model generates captions for images or
videos that are both content-related and sentiment-consistent.

As shown in the first two rows of Fig. 10(a), the cap-
tions generated by our model is more emotional than that of
“w/o cls” and “w/o ppl”. Taking the first row for example,
“w/o cls” only generates the factual phrases of “yellow fris-
bee” and “small bicycle” without sentiment, while our model
generates “cute dogs” and “lonely street” with significant
sentiments. Compared with “w/o pri”, our model describes
the visual content more accurately, since the prior knowledge
provides some commonly used sentiment words for describ-
ing objects and their relationships. For example, in the third
rowof Fig. 10(a), the sentimental descriptions of “good cake”
and “dirty sky” generated by “w/o ppl” are correct but not
very accurate. The sentimental phrases of “delicious cake”
and “gloomy sky” generated by our model are more reason-
able and lively. The audio information plays a vital role in
sentimental video captioning. As shown in Fig. 10(b), if there
is no audio, it is easy to be misunderstood that a girl is play-
ing with a pet, but with the audio it is obvious that the girl is
actually showing her pet.

4.10.2 Qualitative results compared with other methods

Fig. 11 shows several examples of the qualitative comparison
with other methods, including the preliminary InSentiCap,
the state-of-the-art factual captioning methods (DLCT (Luo
et al., 2021) for image captioning, NACF (Yang et al.,
2021) for video captioning), our Senti-Transformer and the
ground-truth (GT) captions. As shown in Fig. 11, the fac-
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Fig. 10 Example results of the ablation study. Each item includes an image (or a video) and the corresponding ground-truth caption, the result of
ablation study (i.e. “w/o cls”, “w/o ppl”, “w/o pri” or “w/o audio”), and the sentimental caption generated by our Senti-Transformer

tual captioning methods (DLCT and NACF) only focus on
the visual content, and our method successfully takes into
account both content and sentiment. For video captioning, in
some cases, our method even achieves better results than
NACF on generating factual captions, which validates its
good ability to encode multimodal information. Taking the
second video case in Fig. 11(b) for example, our Senti-
Transformer succeeds in describing the factual content as
“fighting”, while NACF wrongly generates the caption of
“talking”. Compared with the preliminary InSentiCap, our
Senti-Transformer performs better in terms of both content
and sentiment, clearly validating the superiority of multi-
modal Transformer on sentimental visual captioning. For
example, as shown in Fig. 11(a), for the first image case,
our Senti-Trnasformer accurately describes “a group of men
playing”, while InSentiCap only identifies a man. For the
second image case, Senti-Trnasformer embellishes the train

with a correct sentiment word “broken”, while InSentiCap
generates a neutral caption that does not match the image
sentiment.

5 Conclusion

We have proposed a novel sentimental visual captioning task
that can generate captions in linewith the intrinsic sentiments
of images or videos. To address this task, we have presented
a multimodal Senti-Transformer model and designed a two-
stage training strategy using the pairs of images or videos
and factual captions as well as the extra sentimental corpus.
Our Senti-Transformer is capable of understanding the con-
tent and sentiment of the image or video and describing the
visual content with a linguistic style, simultaneously. Exten-
sive experiments demonstrate the superiority of our method.
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Fig. 11 Example results compared with other methods. Each item
includes an image (or a video), the corresponding ground-truth caption,
the result of factual captioning method (DLCT or NACF), the senti-
mental caption generated by InSentiCap (for image captioning) and the
sentimental caption generated by our Senti-Transformer

In future, we are going to implement the pipeline of senti-
mental visual captioning task through unsupervised learning
to alleviate the dependency on the paired training data of
images or videos and factual captions. We will also intend to
extract richer information to assist the generation of captions,
such as scenes, actions, and text obtained through OCR and
ASR.
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